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Bound states in the continuum via singular transfer matrices
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Bound states in the continuum (BICs) in photonic crystal slabs are Bloch eigenstates with zero linewidth
and infinite lifetimes, though practical devices exhibit quasi-BICs due to geometric imperfections and material
losses. Despite these limitations, quasi-BICs still maintain high Q factors, enabling applications in lasing, high
harmonic generation, and biosensing. The selection of specific geometrical or material parameters is essential to
achieve devices that sustain BICs. Our work presents a framework for generating BICs by driving the transfer
matrix of a device to a singular point, where it becomes noninvertible, thus defining the BIC states. This method
applies to nonhomogeneous, tessellated structures and is supported by closed-form analytical expressions,
facilitating efficient parametric exploration. The proposed framework aligns with the conjecture that the most
robust BICs are associated with topological defects in specific parameter spaces. We identify regions in parameter
space supporting BICs and validate our theoretical predictions through full-wave numerical simulations. The
framework extends to a wide range of photonic structures, enabling robust design and optimization of devices
for diverse applications.
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I. INTRODUCTION

Bound states in the continuum (BICs) in photonic crystal
slabs are Bloch eigenstates extended in the slab’s plane but
spatially evanescent in the direction orthogonal to the slab.
These states are Fano resonances with zero linewidth and in-
finitely extended lifetimes [1–3]. The Q factor becomes finite
in fabricated devices due to the finite size of the crystal, losses
in the dielectric material, or geometric imperfections. Never-
theless, it remains sufficiently high, resulting in the formation
of a quasi-BIC.

Applications include lasing from a BIC cavity [4], a sig-
nificant enhancement in high harmonic generation driven by
resonant modes associated with quasi-BIC states [5], and
high-Q resonant dielectric BIC metasurfaces for biosensing
platforms [6], among many others [7].

BICs are usually classified as symmetry protected [8–10]
or accidental [11,12].

Symmetry-protected BICs are governed by a robust struc-
tural constraint–symmetry–that prevents radiation leakage. In
contrast, accidental BICs depend on a fine balance of pa-
rameters, which can be easily disturbed. However, in both
cases, certain geometrical or material parameters must be
selected to either achieve intrinsic symmetry or fine-tuning
[13]. This intricate relationship between BICs and structural
parameters is part of a broader exploration [14,15], where
the dependence on such parameters in photonic systems mir-
rors the general concept of physical states forming families
in parameter space. Just as understanding the surfaces that
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separate different phases or states in other areas of physics
is key to control and prediction, the emergence of BICs under
specific parameter conditions in photonic systems similarly
demonstrates the need for accurate parameter selection.

Our work is driven by the goal of distinguishing families
of surfaces in parameter space that describe devices capable
of generating BICs. The criteria for selecting these special
surfaces focus on identifying where the device’s transfer ma-
trix becomes singular. We position our approach in the same
realm as the conjecture in Refs. [1,16], where it was proposed
that the most robust BICs correspond to topological defects in
specific parameter spaces.

The singularity of the transfer matrix is nontrivial, as we
move beyond the use of homogeneous layers with constant
permittivity, where the transfer matrix is typically applied
to photonic crystal slabs, and instead focus on devices em-
ploying nonhomogeneous, polygonally tessellated patterned
laminae [17], making our approach applicable to a wide range
of photonic structures.

Moreover, the elements of the transfer matrix are derived
as closed-form analytical expressions [18] allowing the singu-
larity surfaces to also be realized in closed form. Closed-form
surfaces are advantageous in practical applications due to their
computational efficiency and design versatility, particularly
in avoiding large-scale simulations or iterative optimization
processes. Closed-form solutions also facilitate parametric
analysis, enabling efficient exploration of system behavior
under varying conditions. This simplicity enhances the ability
to identify optimal configurations in both design and experi-
mental implementation.

We begin in Sec. II by selecting a device to realize the
transfer matrix, which is then driven to a singular point in
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Sec. III, as demonstrated in Eq. (11), Eq. (12), Figs. 2,
and 3.

At this singular point, the transfer matrix is not invertible,
and thus the scattering matrix lacks clear definition. This
singularity is linked to BIC states, which correspond to the
null space of the transfer matrix at the singular point, as
emphasized in the discussions of Eqs. (19) and (20) from
Sec. IV. We identified two frequency regions: one that hosts
a pair of BICs, Sec. V, and another where a resonance and a
BIC coexist, Sec. VII. In the vicinity of such a singular point,
the scattering matrix is well defined in Eqs. (24)–(26), giving
rise to quasi-BIC states in Eq. (33), Sec. VI.

The behavior of BICs is closely tied to the structure of the
scattering matrix elements, with the positions of poles and
zeros in the complex plane playing a fundamental role. As
parameters vary, the movement of these poles and zeros, as
shown in Figs. 7 and 9, directly influences the properties of
BICs and the transmission of the incoming mode.

The theoretically predicted properties of the BICs, some of
which were computed using [19], are validated through full-
wave numerical simulations [20], as shown in Figs. 8 and 12.
We study the robustness of the findings as the dimension of
the linear space of modes, and consequently the dimension of
the transfer matrix, increases, Fig. 11.

The robustness to potential variations in the device’s fab-
rication geometry is demonstrated in Fig. 13, indicating that
the properties are preserved in the vicinity of the point repre-
senting the selected device on the theoretical surface shown in
Fig. 2.

The framework presented in this manuscript, which utilizes
a singular transfer matrix to create BICs, can be extended
to a broader class of devices with geometries and material
properties significantly different from those selected in this
work.

II. DEVICE

To materialize the transfer matrix and to illustrate the point
above, we had the option to utilize various polygonal shapes to
construct a device for study, such as the one depicted in Fig. 1
of Ref. [17]. Nevertheless, we opted for the device shown in
Fig. 1, given its frequent utilization [21–23]. The device is
finite along the z axis, having a thickness denoted by lz, but
periodically infinite in the x and y directions.

The transfer matrix maps the electromagnetic field from
position z min to z max. We set zmin at lz/4, in vacuum,
on one side of the device, and transferred the field to zmax,
also at lz/4 in vacuum, but on the other side of the device,
from the negative to the positive z directions, respectively, as
shown in Fig. 1. The specific positions of z min and z max are
connected to the space discretization proposed in Ref. [24],
set here to half the device thickness, lz/2. This discretization
is appropriate, as it aligns with the thin-lamina structure of the
devices under consideration.

The labeling structure of the transfer matrix is hierarchi-
cally nested, with each level contained within the one above
[18]. The first level reveals a 4×4 grid where each block
exhibits the matrix elements that couple between the (−) and

FIG. 1. To illustrate the core concepts, we have chosen this type
of geometry, although any bilaminar tessellated polygonal shape
could be used. All the geometrical data are unitless, scaled by ly, the
unit cell’s vertical edge. To obtain the geometry in the chosen units,
multiply all geometrical parameters by ly. The two holes, symmetri-
cally placed with respect to the center of the unit cell, have relative
permittivity ε = 1, whereas the surrounding is silicon of εB = 11.9.
The unit cell is not necessarily a square, which is evident when s �= 1.
In this study, we opt to work with s = 1. We will then explore the case
s �= 1 and investigate an accidental BIC in a separate publication.

(+) propagation directions along the z axis:

T =
[

T +,+ T +,−
T −,+ T −,−

]
. (1)

The remaining labels associated with each element of the
T ±,± matrix specify the polarization and the Bloch-Floquet
mode (BF) defined as in Ref. [18]. Given the periodicity of
the device in both the x and y directions, the transmitted and
reflected fields can be expressed as a superposition of BF
modes (Mx, My), where Mx and My can take any integer value.
Throughout the paper, we will confine our discussion to TE
polarization since the TM modes do not couple significantly
into the TE. Consequently, the elements of each block matrix
in Eq. (1) are identified by their respective BF indices.

The transmission scattering matrix, which takes input from
location z-max and produces output at location z min, requires
the inversion of the T −,− matrix

Smin,max = (T −,−)−1. (2)

Therefore, studying the singularities in transmission pro-
vides a natural starting point.

The computational process might appear deceptively sim-
ple at first glance. However, the ability of this approach to
distill intricate analytical formulas into a concise form may be
unexpected if not surprising.

III. GENERATING A SINGULAR TRANSFER MATRIX

The incident plane wave, characterized by the BF mode
(0,0), travels from z max to z min. Its propagation direction is
defined by the polar angle θ and the azimuthal angle ϕ, while
the time dependence is e−iωt .

In all the formulas that follow, the angular frequency
is represented by a unitless parameter � defined as � =
(lz/2)(ω/v0), where v0 is the speed of light in vacuum.

In the approach described below, we first ensure that
the projection of the transfer matrix T −,− onto a lower-
dimensional subspace spanned by a particular selection of
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BF modes is singular. Subsequently, in Sec. VIII, we assess
whether the BICs formed within a lower-dimensional sub-
space persist within a higher-dimensional one.

The lower-dimensional subspace employed is five-
dimensional, with the BF modes ordered and numbered from
1 to 5 as follows: (0, 0), (−1, 0), (1, 0), (0,−1), and (0,1).
There is freedom in selecting the dimension of the lower-
dimensional subspace, depending on the number of BICs we
need to obtain. It turns out that we generate three BICs within
this five-dimensional space.

There is a particular circumstance to consider when the
angle θ approaches zero due to the specific structure of the
BF basis we use. In particular, the vector (Ex, Ey, Hx, Hy),
which represents the state of the electromagnetic field pro-
posed in Ref. [24] and adopted in Ref. [18], has Ez and Hz left
aside, as they are dependent on the other four components.
As a consequence, the first vector of the BF basis, which is
associated with the incoming mode (0,0), tends toward zero
as θ diminishes. This happens because all of its components
share a common factor of sin(θ ). To avoid working with a
zero vector, we perform a change of basis by employing the
subsequent diagonal matrix U = diag(sin(θ ), 1, 1, 1, 1):

T −,−|new basis = UT −,−U −1. (3)

In what follows we will not carry on the label “new basis” in
the context of θ = 0.

By employing the method presented in Ref. [18] to com-
pute the analytical formulas for the transfer matrix we derive
the following structure:

T −,− =

⎡
⎢⎢⎢⎢⎣

T11 T12 −T12 0 0
T21 T22 T23 0 0

−T21 T23 T22 0 0
0 0 0 T22 T45

0 0 0 T45 T22

⎤
⎥⎥⎥⎥⎦, (4)

for the device from Fig. 1 at θ = 0, ϕ = 0 and s = 1, making
the unit cell of this thin device a square for the rest of this
paper. The specific format outlined by Eq. (4) represents the
manifestation of symmetry in the transfer matrix pertinent to
the device class depicted in Fig. 1 with s = 1. Symmetries
related to the � point are ubiquitous.

Driving the transfer matrix to a singular point necessitates
additional constraints. Here, we propose to request that, at θ =
0 and ϕ = 0, there exists a frequency � located on the real
axis of the complex frequency plane such that

det(T −,−) = 0, (5)

Cof(T −,−)11 = 0, (6)

where Cof(T −,−)11 is the cofactor of the element T −,−
11 from

the transfer matrix.
The reason behind this choice is that, for a well-defined

scattering matrix, Eq. (2), the transmission of the incoming
propagative mode (0,0) is

Smin,max
11 = Cof(T −,−)11

det(T −,−)
. (7)

Through Eqs. (5) and (6), we establish the possibility for
the transmission to have a finite, nonzero value in the limit

of θ → 0, akin to L’Hôpital’s rule. Away from θ = 0 where
the cofactor and the determinant no longer share a common
root, the transmission will be extinguished by the zero of the
cofactor. The imposed conditions suggest the presence of a
BIC where the transmission abruptly transitions from being
zero at θ �= 0 to a nonzero value close to 1 at θ = 0. This
represents a key point in introducing a relevant singularity for
generating BICs.

These two constraints typically necessitate their separation
into real and imaginary parts, as our matrix elements are gen-
erally complex numbers. However, by exploiting the fact that
transfer matrix elements are real numbers for the evanescent
modes in lossless dielectric devices, we can reduce the number
of equations needed to impose the singularity.

Out of several alternatives to satisfy Eqs. (5) and (6), we
chose two relationships among the matrix elements,

T23 = T45, (8)

T23 = −T22, (9)

that not only ensure the validity of Eqs. (5) and (6) but also
result in a shape for T −,−,

T −,− =

⎡
⎢⎢⎢⎢⎣

T11 T12 −T12 0 0
T21 H −H 0 0

−T21 −H H 0 0
0 0 0 H −H
0 0 0 −H H

⎤
⎥⎥⎥⎥⎦, (10)

that sustains a double real root in frequency for both the
determinant and cofactor, which will produce two BICs. The
constraint (9) extends the already existing relation T13 =
−T12, whereas (8) duplicates the 2×2 matrix of the BF modes
2 and 3 to the pair 4 and 5.

We have reached a decisive moment to leverage the an-
alytic closed-form formulas for the transfer matrix elements
[18], enabling us to simplify the first equation (8) to

ξ sin(4πγ ) − ξ sin(4π (γ + η)) + η sin(4πξ ) = 0, (11)

whereas Eq. (9) gives

ηξ (1 − sinc(4πξ )) = 1

4

((εB − 1)�2�e − 1)2 − (�e)2

((εB − 1)�2�e − 1)2 − 1
,

(12)
with sinc(x) = x−1 sin(x). Here �e captures the propaga-
tion along the z axes of evanescent waves, as described in
Ref. [18],

�e = �Z,evanescent
(

1
2 (2 + w2 − �2)

)
, (13)

with

�Z,evanescent(z) = z −
√

z2 − 1, (14)

w = lzπ. (15)

Unless the dimensional units of lz are specified, lz will,
from this point forward, be treated as a dimensionless quan-
tity, defined, in accordance with the rule in Fig. 1, as the
thickness along the z axis divided by the unit cell length along
the y axis, ly. In Eq. (15), which defines the width parameter
w, lz appears as a dimensionless quantity.
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FIG. 2. The 3D surface for the BICs devices that fulfill the shape
(10) and have a square unit cell, s = 1. Note that this surface does
not depend on w from Eq. (15).

In this manuscript, when designing a specific device, we
start by setting a value for w by choosing ly and lz, with lz � 1
fulfilling the requirement for thin laminae. Then, the three
geometrical parameters (η, ξ, γ ) are chosen to satisfy Eq. (11)
and, finally, the frequency � is obtained from Eq. (12). How-
ever, the process of imposing a singularity can begin with
specifying the frequency first, which is equally valid.

For the numerical computations that follow, we choose
ly = 120 µm and lz = 60−1, yielding a device thickness of
2 µm. Equation (11) defines a constraint that represents the
surface shown in Fig. 2. Due to the device periodicity in
the x-y plane, we restrict the plotted region using inequality
s/2 − η − γ � γ to avoid including the same device multiple
times.

The surface consists of two separate parts that touch at
a point where γ = 0, signifying the merging of two distinct
holes into one. This point lies at the intersection of two
curves in the (η, ξ )-plane. These curves, visible for γ = 0 in
Fig. 2, obey sinc(4πξ ) = sinc(4πη). This is a point which
is independent of any chosen device parameters, and we will
name the point “SincSync” in recognition of its position at the
intersection of two distinct curves associated with the equa-
tion sinc(4πξ ) = sinc(4πη). The coordinates of this universal
point are η = ξ = 0.358, rounded up to three decimals, Fig. 3.
Strict precision is not crucial here, as the BICs are robust to
parameter variations, as we will demonstrate later in Sec. VIII.
It is important to notice that conditions (11) and (12) are
sufficient but not necessary for the existence of BICs. Moving
slightly away from this surface, the device still supports BICs,
which aligns with the robustness of symmetry-protected BICs
at the � point.

After selecting (η, ξ, γ ) from the surface depicted in Fig. 2,
the second constraint (12) determines the frequency required
to achieve the desired pattern for the transfer matrix (10).
The contour lines of constant frequency are shown in Fig. 3,
together with the projection of the surface from Fig. 2 onto
the plane (η, ξ ). Besides the two curves from sinc(4πξ ) =
sinc(4πη), a third curve emerges from the downward projec-
tion.

FIG. 3. The dotted region is the projection of the surface from
Fig. 2 on the plane (η, ξ ). The hyperbolic-like contour plots represent
Eq. (12), i.e., they give the constant frequency lines. The legend
might have been labeled based on the values of ηξ (1 − sinc(4πξ )),
from Eq. (12). However, it is instead assigned the frequency �, ob-
tained from the same formula for ly = 120 µm and a device thickness
of 2 µm, facilitating a straightforward correlation with the plots from
the numerical example.

IV. SYMMETRIC AND ANTISYMMETRIC
MATRIX PATTERNS

We will support theoretical result with a numerical exam-
ple to enhance clarity and to validate the applicability of the
theoretical framework. For (η, ξ ) values we selected the Sinc-
Sync point and, as stated before, ly = 120 µm and lz = 60−1.
These numerical choices, along with the silicon background
permittivity of εB = 11.9, set the frequency at � = 0.05126
using Eq. (12).

The behavior of the transfer matrix of the device around
and away from � = 0.0513 is illustrated in Fig. 4. A sur-
prising observation is that at lower frequencies, the device

FIG. 4. Determinants. ReDet and ImDet are the real and the
imaginary parts of the determinant of the T −,−-matrix based on the
first five BF modes, (0, 0), (−1, 0), (1, 0), (0,−1), and (0,1), respec-
tively. Cof11 is the cofactor for the element T −,−

11 of this matrix. A
common zero of Eqs. (5) and (6) is present at the designed singularity
�a = 0.0513. As a bonus, a second singularity appears at a lower
frequency �s = 0.0498. The ReDet and Cof11 both have a parabolic
shape, taking values above zero.
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Antisymmetric T- -

Symmetric T- -

FIG. 5. Separate frequency surfaces correspond to the unitless
frequency parameters �a and �s, representing antisymmetric and
symmetric patterns, respectively. The intersection of these two sur-
faces is along the segment ξ = 1/4 and 0 < η < 1/4. On this
segment γ = (1/8) − (η/2) and H = 0.

exhibits a second frequency worthy of further study. At this
lower frequency, for which � = 0.0498, the transfer matrix
is symmetric. This numerical finding indicates the possibility
that both patterns—the symmetric 4×4 submatrix structure⎡

⎢⎢⎣
H H 0 0
H H 0 0
0 0 H H
0 0 H H

⎤
⎥⎥⎦ (16)

and the antisymmetric one from Eq. (10)—may coexist within
the same device. These patterns appear at different frequency
values when scanning through the points across the surface
depicted in Fig. 2, where the points correspond to different
devices.

Indeed, in our quest for a symmetric T −− structure (16),
we find that while the first condition (11) remains unchanged,
the second condition transforms into

ηξ (1 + sinc(4πξ )) = 1

4

((εB − 1)�2�e − 1)2 − (�e)2

((εB − 1)�2�e − 1)2 − 1
.

(17)
Both symmetric and antisymmetric patterns require atten-
tion going forward. As the patterns manifest at different
frequencies, a natural inquiry arises: how far apart are these
two frequencies as we explore all geometrical parameters?
Figure 5 captures this frequency difference. A notable distinc-
tion exists for the SincSync point compared to many others, as
the difference is significantly larger. The comprehensive view
of device behavior across various geometries, as illustrated
in Fig. 5, can be expanded to encompass other parameters
positioned along the vertical axis. Building on this idea, Fig. 6
clarifies the distinction in values taken by matrix element
H = T −−

22 for the symmetric and antisymmetric patterns.
Having selected the SincSync device and identified the

frequencies of interest, our analysis diverges into two main
areas.

First, we establish the basis of the linear space where the
relevant modes reside, providing the fundamental set of vec-
tors necessary to discuss the resonances and BIC phenomena.

FIG. 6. The values of T −−
22 for the antisymmetric and symmetric

patterns. Above each value for η the segment represents all values of
T −−

22 for all possible values of ξ .

Second, we move to the complex frequency plane to explore
the trajectories of the zeros and poles of the scattering matrix
elements as θ and ϕ vary. The methodology presented here
demonstrates versatility—it can be applied across various de-
vices that correspond to points on the surface of Fig. 2.

We base our five-dimensional linear basis on the four
eigenvectors of the 4×4 submatrix of the antisymmetric and
symmetric patterns, plus the vector W1 that corresponds to the
incoming (0,0) BF mode

W1 = (1, 0, 0, 0, 0), W2 = (0, 1, 1, 0, 0)/
√

2,

W3 = (0,−1, 1, 0, 0)/
√

2, W4 = (0, 0, 0, 1, 1)/
√

2,

W5 = (0, 0, 0,−1, 1)/
√

2. (18)

In this W basis, the T −,− matrix (10), which exhibits the
antisymmetric pattern, becomes⎡

⎢⎢⎢⎢⎣

T11 0 −√
2T12 0 0

0 0 0 0 0
−√

2T21 0 2H 0 0
0 0 0 0 0
0 0 0 0 2H

⎤
⎥⎥⎥⎥⎦, (19)

whereas for the symmetric pattern (16), the T −,− matrix be-
comes ⎡

⎢⎢⎢⎢⎣

T11 0 −√
2T12 0 0

0 2H 0 0 0
−√

2T21 0 0 0 0
0 0 0 2H 0
0 0 0 0 0

⎤
⎥⎥⎥⎥⎦. (20)

At the antisymmetric pattern frequency �a, Fig. 4, the
matrix structure (19) predicts that the device has two BICs
corresponding to W2 and W4, as observed in the all-zero
columns 2 and 4. The association of BICs with zero eigen-
values is also noted in Ref. [25].

At the symmetric pattern frequency, �s, where the struc-
ture is given by Eq. (20), W3 corresponds to a resonance,
while W5 corresponds to a BIC, evident from columns 3 and
5. To further confirm that W3 corresponds to a resonance at
the lower frequency �s, we examine the 2×2 matrix coupling
W1 and W3 in Eq. (20). Its elements exhibit the resonant
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trait: in this particular W basis, T33 equals zero, while the
remaining three elements do not [26]. The eigenvectors from
Eq. (18) exhibit symmetric and antisymmetric combinations
of BF modes, arising from the transfer matrix patterns (10)
and (16).

The distinction between the resonance and the BIC, along
with further clarification of their meanings, is fundamentally
related to the zeros and poles of the scattering matrix ele-
ments, as will be covered in Sec. VII.

In the forthcoming sections, we delve into these predic-
tions. Of particular interest is the conversion of a BIC into a
quasi-BIC, necessitating the transition from θ = 0 to θ �= 0;
simultaneously, some quasi-BICs require ϕ �= 0.

V. ANALYSIS OF THE TWO BICs AT THE
ANTISYMMETRIC PATTERN FREQUENCY �a.

To investigate the behavior of the SincSync device away
from θ = 0, ϕ = 0 and within frequency regions centered on
�a/s, we employ a series expansion of the transfer matrix
elements expressed in the BF basis. It is not obvious upfront
if a first order in (θ, ϕ) works, so we went with a second order
expansion to hopefully capture the behavior of the BICs

T −,− = T000 + T010 θ + T001 ϕ + T020 θ2

+ T011 θϕ + T002 ϕ2 + T100  + · · · . (21)

Here  is a small variation in frequency away either
from the antisymmetric �a = 0.0513 or symmetric frequency

�s = 0.0498:

� = �s/a + s/a. (22)

This expansion was carried out in both symbolic and numer-
ical format. As a result, the determinant of T −,− and all its
cofactors become polynomials of at least fourth order in the
frequency parameter s/a. Given that the observed behavior
resembles a parabolic shape in Fig. 4, we require only second-
order rational functions in s/a for each scattering matrix
element. In other words, two zeros and two poles for each
of the scattering matrix elements will be both necessary and
sufficient to accurately represent the behavior of either the pair
of BICs at �a or the pair consisting of a resonance and a BIC
at �s. This conclusion explains why stopping at the first order
in  in Eq. (21) is sufficient.

We identify the poles and zeros of the scattering matrix el-
ements as perturbations around specific frequencies where the
diagonal elements of the transfer matrix vanish. This approach
offers two advantages. First, we can treat the frequency region
containing the two BICs independently from the resonance
and its accompanying BIC. Second, this separation allows us
to work with smaller, 3×3 submatrices. One submatrix deals
with the coupling of vectors W1,W2, and W4 in relation to
the two BICs, while the other concentrates on the coupling
of W1,W3, and W5 associated with the resonance and its BIC.

We start by selecting the 3×3 submatrix that couples
W1,W2, and W4, i.e., the coupling between the incoming wave
and the two BICs, where a = � − �a. The result is the
matrix T −,−

W1W2W4
from Eq. (23) expressed in the W basis:

T −,−
W1W2W4

=

⎡
⎢⎣

A11 + aβ11 + θ2μ11

√
2θB12

√
2θB14√

2θB21 aβ22 + aβ32 + θ2μ22 + θ2μ32 2θ2μ24√
2θB41 2θ2μ42 aβ22 + aβ32 + θ2μ44 + θ2μ54

⎤
⎥⎦. (23)

The meanings of the symbols can be deduced from the accompanying parameters. For instance, the Greek symbol μ represents
the matrix elements of T020, reflecting the second-order expansion in θ as shown in Eq. (21). The scattering matrix elements
in Eqs. (24)–(26) are obtained by taking the inverse of T −,−

W1W2W4
, with the index (min, max) implied, whereas in Eq. (2) it is

explicit. The poles of the scattering matrix elements, p1 and p2 are complex numbers, a property inherited from the elements
in the first row and first column of Eq. (23), which are complex numbers as they exhibit the coupling into the propagative BF
mode (0,0).

In contrast, the zeros of SW1W1 , z1 from Eq. (27), and z2 from Eq. (28) are located on the real axis because they are based
on transfer matrix elements that couple evanescent modes within themselves, which are real numbers in lossless dielectric
devices.

The symbolic formulas for the poles are presented in Appendix.

SW1W1 = 1

A11

a − z1

a − p1︸ ︷︷ ︸
quasi-BIC1

a − z2

a − p2︸ ︷︷ ︸
quasi-BIC2

, (24)

SW2W1 = θ
−√

2 B21

A11(β22 + β32)

a − zW2

(a − p1)(a − p2)
, (25)

SW4W1 = θ
−√

2 B41

A11(β22 + β32)

a − zW4

(a − p1)(a − p2)
, (26)

z1 = −μ2,2 + μ3,2

β2,2 + β3,2
θ2 − 4μ2,4μ4,2

(β2,2 + β3,2)(μ2,2 + μ3,2 − μ4,4 − μ5,4)
θ2, (27)

z2 = −μ44 + μ54

β22 + β32
θ2 + 4μ24μ42

(β22 + β32)(μ22 + μ32 − μ44 − μ54)
θ2. (28)
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FIG. 7. The quadratic evolution of the (pole, zero) pair with
respect to θ is depicted for the antisymmetric case. The plotted
pole-zero difference, based on our numerical example, illustrates the
Q factor diverging to infinity as θ approaches zero.

The format of these matrix elements is that of a second-
order rational function, which occurs in the field of circuits
and systems [27]. Additionally they are utilized for fitting
experimental data in the field of optics [28,29].

There are certain aspects of this result that are important
to discuss. One aspect pertains to the structure of SW1W1 when
viewed as a product of two linear fractional functions, also
known as Möbius or bilinear transformations, each repre-
senting a Fano line shape [30]. This contrasts with the more
common approach of considering the numerator and denomi-
nator separately, as second order polynomials [27]. Viewing
SW1W1 as a product of Fano line shapes brings us closer to
the Weierstrass factorization for an entire function, which is
employed in scattering problems [31–33]. The study of BICs
is facilitated by examining each linear fractional function,
where its zeros and poles converge, as θ → 0, to a common
point on the real axis, as shown for the numerical example
in Fig. 7. The implications of these results will be further
explored in Sec. VI. Until then, we will go over the derivation
of these scattering matrix elements.

In contrast to z1 and z2 of SW1W1 , which are real numbers
in this approximation, the zeros of SW2W1 and SW4W1 have
an imaginary component introduced by the coupling with
the propagative mode through B21 and B41. These zeros,
zW 2 and zW 4, are exact and derived from the cofactors of
Eq. (23):

zW 2 = −θ2 μ44 + μ54

β22 + β32
+ θ2 2B41μ24

B21(β22 + β32)
, (29)

zW 4 = −θ2 μ22 + μ32

β22 + β32
+ θ2 2B21μ42

B41(β22 + β32)
. (30)

A resonance is usually described solely by a single pole,
where the imaginary part characterizes the energy dissipation
or decay rate of the resonant mode, making the Q factor
inversely proportional to it. However, in certain resonances,
such as in this case, both a zero and a pole are required for
an accurate description, with the zero becoming as significant
as the pole. Since the zeros of the Fano line shapes describing
the quasi-BICs are located on the real frequency axis in the
small-angle approximation [as given in Eqs. (27) and (28)], it
is necessary to determine the imaginary parts of the poles to
fully describe the Fano line shapes.

The imaginary parts of both poles are determined as
perturbations of the real roots, as shown in Eqs. (31)
and (32).

The unknowns X1 and X2 are determined such that the
lowest-order term in the expansion of the determinant of
Eq. (23) becomes θ4.

p1 = −θ2 μ2,2 + μ3,2

β2,2 + β3,2
+ 2θ2X1, (31)

p2 = −θ2 μ4,4 + μ5,4

β2,2 + β3,2
+ 2θ2X2. (32)

In the numerical example, the imaginary parts are three orders
of magnitude smaller than their real parts. The same procedure
is used to find the real zeros z1 and z2 from the cofactor of
Eq. (23).

The Q factor of both poles contains a term proportional to
�a/θ

2, indicating that it tends toward infinity as θ decreases.
Apart from the Q factors associated with the poles, other

aspects are also important. The poles and zeros for both Fano
lines from Eq. (24), which describe the quasi-BICs, evolve
with the square of the angle θ . At θ = 0, each pole collides
with its corresponding zero, marking the transition of the
quasi-BIC into a true BIC. This evolution is illustrated in
Fig. 7, based on the numerical example.

Because W1 = BF1 = (1, 0, 0, 0, 0), we have SW1W1 =
S11|base-BF, which is directly visible in the numerical simula-
tions, as shown in Figs. 12(a)–12(c). Additionally, note that
we are working not only in the W basis but also in a changed
basis performed by the diagonal matrix U , Eq. (3). Keeping
the W basis and removing the U -dependent basis, we need
to multiply SW2W1 and SW4W1 by sin(θ ) while SW1W1 remains
unchanged. This is important for comparing with the full-
wave numerical simulations [20]. To avoid any confusion, we
emphasize that we will continue to use the new basis Eq. (3)
in what follows.

VI. QUASI-BICS AND NONCOMMUTING LIMITS

To observe a quasi-BIC state brought in by a small θ , we
examine the output state at zmin when the propagating plane
wave W1 reaches the device at zmax,

Outmin = SW1W1 W1 + SW2W1 W2 + SW4W1 W4. (33)

We find that for θ = 0, SW1W1 �= 0 but SW2W1 = SW4W1 = 0,
due to the presence of θ as a standalone factor in Eqs. (25)
and (26). Additionally, at θ = 0 and a = 0, we notice
L’Hôpital’s rule, resulting in SW1W1 = 1/A11. The output state
becomes a pure propagating wave

Outmin = (A11)−1 W1, (34)

bearing no visible trace of the evanescent waves W2 and W4

that characterize the BICs.
The existence of the quasi-BICs is demonstrated by the

ability to eliminate the propagating mode W1 at zmin when
SW1W1 = 0. The elimination—occurring at two frequencies
a = z1 or z2 [Eqs. (27) or (28)], if we stay in the frequency
region around a—results in the output field being a superpo-
sition of only the evanescent modes W2 and W4.

This quasi-BIC state warrants an exploration into the limit
θ → 0. An important feature of this limit is that it imposes a
constraint between a and θ , namely the parabolic constrain
a = z1 (with z1 as an example). This equation defines a
specific path in the (θ,a) plane on which the limit is taken.
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FIG. 8. Following two distinct paths from point A toward the
origin, we obtain different results, thereby justifying the noncom-
muting limits in Eq. (35). The values of the pair (θ, f ) that result
in zero transmission SW1W1 form a parabola. The set of frequencies
corresponds to one of the two quasi-BICs located in the vicinity of
�a. The quasi-BIC turns into a BIC for θ = 0 at f0 = 2458.8 GHz.
This parabola, as predicted by the theory for the chosen numerical
values ly = 120 µm and a device thickness of lz = 2 µm, is f =
2458.8 + 9.5 θ 2 in GHz. The relation between the frequency f and
the unitless frequency parameter � is � = (lz/2)(2π f /v0), where
v0 is the speed of light in vacuum and lz, in µm, the thickness of the
device from Fig. 1. As also reported in Ref. [17], a systematic shift
exists between the theoretical and simulated frequencies. Here, all
the theoretical frequencies are 12.87 GHz less than the simulated
ones. This amounts to a 0.52% error for this frequency band. To
enhance precision, we used a 9×9 transfer matrix to compute the
parabola along which the device is entirely opaque. The added four
BF modes are (±1,±1). The influence of higher modes is discussed
in Sec. VIII.

Taken on a different path, the limit is different, which is actu-
ally a signature of the singularity introduced into the transfer
matrix.

A practical numerical approach we implemented using 3D
electromagnetic simulation software [20] involves tracking
the path-dependent effect by examining the limit behavior
of the transmission scattering element, SW1W1 = S11, as it
approaches the point (θ = 0,a = 0) along the two paths
shown in Fig. 8.

The constant value of SW1W1 = 0 along the parabola ensures
a limit of zero, meaning complete opacity.

However, if we first set θ = 0 and then follow the vertical
frequency axis until a reaches 0, we end up with SW1W1 =
A−1

11 = 0.88 + 0.39i. This value indicates that the device is
almost transparent.

The typical switching effect from opacity to transparency
in the presence of a BIC can be summarized as

0 = lim
parabola

SW1W1 �= lim
a→0

lim
θ→0

SW1W1 = A−1
11 . (35)

VII. ANALYSIS OF THE RESONANCE AND ITS
ACCOMPANYING BIC AT THE SYMMETRIC

PATTERN FREQUENCY �s

The resonance and its accompanying BIC are located
around the frequency �s that corresponds to the symmetric
pattern of the transfer matrix. Resonance typically sug-
gests a pole near the real axis in the frequency complex
plane. However, the scattering matrix elements in the present
case reveal a Fano resonance involving both a pole and a
zero.

To analyze the resonance W3 and its associated BIC W5,
we consider the 3×3 matrix describing the coupling between
the incoming mode W1 and the pair (W3,W5). Near �s, the
transfer matrix in the subspace spanned by (W1,W3,W5) takes
the form shown in Eq. (36):

T −,−
W1W3W5

=

⎡
⎢⎣

a11 + sβ11 + θ2μ11 −√
2(a12 + sβ12 + θ2μ12 + ϕ2τ12) −√

2ϕν14

−√
2(a21 + sβ21 + θ2μ21 + ϕ2τ21) sβ22 − sβ32 + θ2μ22 − θ2μ32 0

−√
2ϕν41 0 sβ22 − sβ32 + θ2μ44 − θ2μ54

⎤
⎥⎦.

(36)
The following results, obtained from Eq. (36), pertain to the scattering matrix elements that couple W1 at zmax into W3 and W5

at zmin:

SW3W1 = a21

√
2

−2a21β12 − 2a12β21 + a11(β22 − β32)

s − zW 3

(s − pW 3)(s − pW 5)
, (37)

SW5W1 = ϕ
ν41

√
2

−2a21β12 − 2a12β21 + a11(β22 − β32)

s − zW 5

(s − pW 3)(s − pW 5)
. (38)

The transmission of the incoming propagative mode is

SW1W1 = β22 − β32

−2a21β12 − 2a12β21 + a11(β22 − β32)

s − zW 5

s − pW 3︸ ︷︷ ︸
resonance

s − zW 3

s − pW 5︸ ︷︷ ︸
quasi-BIC

. (39)

Note that, contrary to Eq. (23), ϕ is part of the matrix
T −,−

W1W3W5
. The meaning of the symbols in Eq. (36), as in

Eq. (23), comes from the series expansion (21).

For ϕ = 0, the matrix becomes block-diagonal, with W5

decoupled from W1 and W3. Thus, transforming W5 from a
BIC to a quasi-BIC requires setting ϕ �= 0. A comparable
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dependence on parameter values, specifically the need for a
nonzero θ , will also emerge later when examining the zeros
and poles of the scattering matrix elements.

Resolving the zeros and poles related to the resonance
entails a procedure distinct from merely solving for the root
of the diagonal element (W3,W3), Eq. (36). This distinction
arises from our earlier discussion of the resonance at �s and
(θ = 0, ϕ = 0), which involved the 2×2 submatrix of the
matrix (20) that couples W1 and W3. Here, for the quasi-BIC
regime (θ �= 0, ϕ �= 0), the 2×2 matrix that couples W1 and
W3 in T −,−

W1W3W5
is[

a11 −√
2a12

−√
2a21 sβ22 − sβ32 + θ2μ22 − θ2μ32

]
. (40)

Notice that we neglect the small numbers s, θ and ϕ with
respect to a11, a12 and a21. By setting the determinant of this
matrix to zero and keeping the zero-order approximation in θ ,
the root is obtained as

rW 3complex = 2 a12 a21

a11(β22 − β32)
. (41)

This is a complex number given that the numbers amn, m, n =
1, 2 are complex, as they relate to the incoming propagative
BF mode (0,0). Two additional roots from the diagonal ele-
ments of Eq. (36) associated with the resonance W3 and the
BIC W5 are located on the real frequency axis:

rW 3real = −θ2 μ22 − μ32

β22 − β32
, (42)

rW 5 = −θ2 μ44 − μ54

β22 − β32
. (43)

From these three roots, we construct the zeros and poles of the
scattering matrix using a series approximation:

zW 3 = rW 5 = −θ2 μ44 − μ54

β22 − β32
, (44)

pW 5 = − θ2 μ44 − μ54

β22 − β32
+ θ2ϕ2(X + θ2Y + ϕ2Z ), (45)

X = − (μ2,2 − μ3,2 − μ4,4 + μ5,4)ν1,4ν4,1

(β2,2 − β3,2)a1,2a2,1
. (46)

Apparently, the expansion up to X would be sufficient for
the pole to display its imaginary part, given that ν1,4, ν4,1, a1,2,
and a2,1 are each complex numbers, by virtue of their coupling
with the propagative mode W1.

However, the reason we cannot stop at X and must continue
to find the next approximation order, given by Y and Z in
Eq. (45), is that for s = 1, the following ratios of complex
numbers are, in fact, real

ν1,4

a1,2
= ν4,1

a2,1
= sinc(2πξ )

cos (π (2γ + η))sinc(πη)
. (47)

This means that the imaginary part of the pW 5 needs to
come out from series expansion beyond θ2ϕ2.

Studying these matrix elements clarifies the concept of
BIC at �s, linking the null subspace of the transfer matrix to
the arrangement of zeros and poles in the complex frequency
plane.

For ϕ = 0, we observe that the numerator simplifies in
SW 3W 1 (37) even when θ �= 0, resulting in the elimination

FIG. 9. For the resonance-BIC pair, the evolution of the differ-
ence between the pole and zero depends on both θ and ϕ. At ϕ = 0,
the quasi-BIC cannot be excited by a positive value of θ .

of the BIC from this scattering matrix element. However, in
SW 5W 1 (38), such simplification does not occur; instead, the
presence of ϕ in the numerator renders the entire scattering
matrix element null at ϕ = 0. We conclude that the BIC can
transition into a quasi BIC only in the presence of nonzero
θ and ϕ. The dependence on ϕ was also inferred directly
from the transfer matrix (36), which turns block-diagonal for
ϕ = 0.

The signature of the quasi-BIC in SW 1W 1, Eq. (39), springs
from the term (s − zW 3)/(s − pW 5), which is visible in
transmission as a deep, narrow notch as long as θ ≈ 0 and
ϕ ≈ 0, but not zero, as will be discussed in Sec. VIII.

Significantly, the quasi-BIC term in Eq. (39) simplifies to
1 when θ = 0, yet the factor s − zW 5 persists in the nu-
merator due to the presence of the complex pole pW 3 in the
denominator. The occurrence of this factor in the numerator of
SW 1W 1 is reflected in transmission dropping to zero observed
at θ = 0 in both theoretical models and numerical simulations,
as shown in Sec. VIII. The identical phenomenon is absent in
the case of two BICs around �a, as the quadratic a in the
numerator simplifies with a quadratic a in the denominator,
Eq. (24). The complex pole pW 3 at θ = 0, ϕ = 0 is distinctly
observable in SW 3W 1, given that is is very close to the real
frequency axis. The disparity in the visibility of this com-
plex pole in SW 3W 1 but not in SW 5W 1 at θ = 0, ϕ = 0, further
strengthens our association of the term resonance with the
mode W3, stemmed from the transfer matrix in Sec. III.

This discussion is supported by the numerical example in
Fig. 9, illustrating the trajectory of the difference between
poles and zeros as the quasi-BIC transitions into a BIC, along
with the characteristics of the Fano resonance. The behavior
as ϕ approaches zero is also evident.

The transition from a quasi-BIC to a BIC can furthermore
be interpreted through an analogy with an electrostatic model
Fig. 10, as shown in Ref. [34].

As ϕ goes to zero, the rightmost charges +1 and −1 come
closer to each other, annihilating at ϕ = 0. This annihilation
marks the transition of the quasi-BIC into a BIC. The zero
from the left is not annihilated even if both angles become
zero. This is responsible for the resonance dip in the transmis-
sion SW1W1 , as described in Eq. (39).

The correction in θ2ϕ2 from Eq. (45) to the quasi-BIC’s
pole is not shown in Fig. 10, being too small to be visible.
The parameter  = s was scaled, and θ and ϕ were chosen
to facilitate the visualization of the singular points, given that
these adjustments do not influence the values of the charges.
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FIG. 10. The electrostatic model for resonance and its quasi-
BIC. The angle-dependent zeros zW 3 and zW 5, along with the pole
pW 5 of SW1W1 from Eq. (39), are displayed within the plotted region,
while the second pole pW 3 lies outside this range. The plot shows
contour lines for the complex electrostatic potential ln(SW1W1 ). The
real part of the complex potential is in emerald green, whereas the
imaginary part in black. At each three singular point a charged line,
perpendicular to the plane, is located. The zeros, marked with green
disks have a charge of +1, whereas the pole, marked red, has a
charge of −1. The real-axis positions of these three singularities
are determined from the numerical example and are expressed as
functions of the angles θ and ϕ, with the approximations provided
as rational numbers for clarity.

VIII. IMPACT OF HIGHER BLOCH-FLOQUET MODES
AND COMPARISON TO NUMERICAL SIMULATIONS

With the device’s behavior well-characterized within the
five-dimensional subspace of modes, it becomes essential to
determine whether these findings hold in an expanded dimen-
sional framework. To this end, we will apply our analysis to
the selected numerical example.

Figure 11 demonstrates how expanding the subspace di-
mension confirms both the existence and frequency position
of the BICs and the resonance. At θ = 0 and ϕ = 0, the BICs
are not discernible in S11. However, our approach allows for
independent plotting of the numerator and denominator of S11,
providing full visibility of the poles and zeros, even when
they coincide. To enhance visibility in the presence of higher
modes, Fig. 11 employs a logarithmic scale on the vertical
axis, in contrast to the linear scale used in Fig. 4.

The right side of the frequency axis, in the vicinity of
� = �a, corresponds to the antisymmetric pattern. Here, for
5 modes, both the determinant and the cofactor have a real
double root at a, as we discuss in relation to Fig. 4. This
double root property does not survive in the presence of a
larger number of modes. The double root splits into two sim-
ple real roots, visible for 9 and 25 modes. In logarithmic scale,
a double root can be distinguished from a simple root by the
more rapid descent of its notch.

Two BICs are still present in the frequency region of the
antisymmetric pattern, but they are positioned at different
frequencies, which become stable by 25 modes at �a1 =
0.05126 and �a2 = 0.05088.

The left side of the frequency region in Fig. 11 is the
location of the resonance and its accompanying BIC. The

FIG. 11. On the vertical axis, on a logarithmic scale, D represents
a pair formed by the determinant of T −,−, plotted as a continuous
line, and the cofactor of its T −,−

11 matrix element, plotted as a dashed
line. Three pairs of curves are represented, corresponding to 5, 9,
and 25 modes. The curves belonging to the same pair superimpose,
showing that they indeed share common zeros at θ = 0 and ϕ = 0.
The region on the right side of the frequency axis belongs to the
antisymmetric pattern where the two BICs are located. For the five-
dimensional case, at θ = 0 and ϕ = 0, these two BICs coincide, as
Fig. 4 also shows. They become distinct as quasi-BICs. However,
increasing the number of modes beyond five causes the BICs to be
located, at θ = 0 and ϕ = 0, at distinct frequencies, although close to
each other. The region on the left side of the frequency axis belongs
to the symmetric pattern where the resonance and its BIC are located.
The BIC that accompanies the resonance is visible through the rate of
decrease being larger for the cofactor than for the determinant around
the roots.

cofactor has a real double root in five dimensions, a property
that is maintained as the number of modes increases. The de-
terminant has a simple real root that coincides with the double
root of the cofactor, causing it to decrease more gradually than
the cofactor’s notch. This root shifts to the lower frequency
as the number of modes increases, eventually reaching the
value �s = 0.04976 by 25 modes Fig. 11. The accompanying
BIC is not separately visible because, for θ = 0 and ϕ = 0, it
becomes the second of the double roots of the cofactor.

The three panels of Fig. 12, each obtained using 25 modes,
demonstrate both theoretically and through full-wave numeri-
cal simulations [20] that the transmission characteristics of the
quasi-BICs, initially identified with five modes, remain robust
despite the inclusion of a large number of BF modes.

Figure 12(a) shows the theoretical results plotted in blue.
On the left, the two dips in blue correspond to the resonance
fResonance = 2352.44 GHz and its accompanying quasi-BIC
fBIC of Resonance = 2368.66 GHz, both associated with the sym-
metric pattern of the transfer matrix. On the right, for the
antisymmetric pattern, also in blue, the two quasi-BICs appear
at fBIC1a = 2431.64 GHz and fBIC2a = 2452.16 GHz.

The numerical simulations are plotted in red, except for
the quasi-BIC associated with the resonance, which is plot-
ted in cyan. All numerical simulations are shifted to slightly
higher frequencies. To superpose them on the theoretical dips,
a downward shift of 20 GHz was needed for quasi-BIC1a,
whereas for the rest, it was 17 GHz, resulting in an error of
about 0.8% in this frequency band.

The numerical simulation dedicated to the quasi-BIC asso-
ciated with the resonance was difficult to perform because its
dip covers a range of less than 10 MHz. This presented a clear
advantage for the theory, as setting up a numerical simulation
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(a)

(b)

(c)

FIG. 12. The quasi-BICs convert into BICs as the angles are
switched off. This property, designed using five modes, survives in
the presence of a large number of Bloch-Floquet modes and is con-
firmed by full-wave numerical simulations. (a) The theoretical results
are plotted in blue with respect to a = � − �a. The numerical
simulations are plotted in red, except for the quasi-BIC at resonance,
which appears in cyan. This resonance is extremely narrow, making
it challenging to resolve in the full-wave numerical simulations. All
four dips in transmission are present for θ �= 0 and ϕ �= 0. Their
order, from left to right, is as follows: resonance, quasi-BIC of the
resonance, quasi-BIC1a, and quasi-BIC2a. (b) The quasi-BIC that
accompanies the resonance becomes a BIC for ϕ = 0, and is thus
absent in transmission. The two quasi-BICs associated with the anti-
symmetric pattern are not affected by switching off ϕ. (c) For θ = 0
and ϕ = 0, all three quasi-BICs become three distinct BICs. The
resonance remains visible.

without it would have been highly impractical. The numerical
simulation plotted in cyan appears more like a dot than a dip
because it lacks the vertical range seen in the corresponding
theoretical plot, which is shown in blue.

Figures 12(b) and 12(c) confirm that the quasi-BICs con-
vert into BICs when one or both of the angles are set to zero,
even in the presence of a large number of BF modes.

A separate line of inquiry concerns the precision of the
SincSync point defined in Fig. 3, which underpins our numer-
ical simulations. Specifically, we demonstrate by full-wave
numerical simulations that fabrication deviations of ±1% in
the dimensions of ξ and η from this point do not eliminate the
BICs, preserving their properties as shown in Fig. 13.

FIG. 13. The figure, obtained through full-wave numerical sim-
ulation, shows the frequency positions of the resonance and the pairs
of quasi-BICs for ±1% variations in the hole dimensions η = ξ =
0.358. The BIC associated with the resonance is too narrow to appear
within the displayed frequency range.

Finally, using full-wave simulations [20], we present in
Fig. 14 the field patterns for the two quasi-BICs associated
with the antisymmetric case. Figures 14(b∗) and 14(B∗) reveal
vortices in the electric field, while Figs. 14(a∗) and 14(A∗)
exhibit vortices in the magnetic field. In contrast, Figs. 14(a),
14(A), 14(b), and 14(B) highlight the C4 symmetry.

IX. CONCLUSION

In this paper, we demonstrated that the singularity of the
transfer matrix is advantageous for generating BICs. At the
singular point, the transfer matrix becomes noninvertible,
leading to an undefined scattering matrix. This singularity
is directly linked to the BIC states, which correspond to the
null space of the transfer matrix. Consequently, the singularity
imposes constraints on geometry, permittivity, and frequency,
confining them to specific surfaces in parameter space. These
surfaces can be effectively described by two simple and prac-
tical design Eqs. (11) and (12).

The photonic slab devices supporting BICs were designed
using a transfer matrix constructed from five Bloch-Floquet
modes, with one propagating mode and four evanescent
modes. These evanescent modes contribute to the spatial lo-
calization property of BICs, with the BIC state emerging as
a linear combination of the evanescent modes, while the BF
(0,0) mode serves as the sole radiative component. After ana-
lyzing the device’s behavior in a 5-dimensional subspace, we
extended our analysis to a 25-dimensional subspace, confirm-
ing that the properties of BICs remain intact. A key advantage
of our approach, compared to full-wave numerical simula-
tions, is the ability to separate the numerator and denominator
of the scattering matrix elements, providing clear visibility of
poles and zeros, even when they coincide. This capability al-
lows us to accurately track system behavior as the dimensional
subspace increases, ensuring the robustness of our theoretical
predictions across different configurations.

The transition from quasi-BICs to BICs is demonstrated
through the path-dependent behavior of the scattering matrix
in the angle-frequency plane. Theory, backed by numerical
simulations, reveals a noncommuting limit, where the device
transitions from opacity to near transparency depending on
the approach path. This highlights the distinct properties of
quasi-BICs and their practical implications for controlling
wave transmission.
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FIG. 14. Full-wave plots for the SincSync geometrical parameters at (θ = 0.05◦, ϕ = 0◦), based on 40 BF modes—comprising 20 S-
polarized and 20 P-polarized modes—for the two BICs associated with the antisymmetric pattern. The full-wave plots are based on 	[ 
He−iu],
where 
H = 
H(0,0) + � 
HBF �=(0,0) denotes the decomposition of the total magnetic field 
H , and the phase u is freely adjustable. We select u
to minimize the contribution of the incoming propagating mode BF(0,0), ensuring that |	[ 
H(0,0)e−iu]| ≈ 0. This approach applies to normal
incidence (θ = 0, ϕ = 0) and, accordingly, to our case, which is nearly normal. Consequently, the resulting plots reveal the C4 symmetry of
the contribution from the excited evanescent modes within these quasi-BICs. The same method was used for the electric field plots. Panels
(a, a∗, b, b∗) depict the quasi-BIC at fBIC1a = 2446.6 GHz, while panels (A, A∗, B, B∗) correspond to the quasi-BIC at fBIC2a = 2458.7 GHz.
Here, the index a in 1a and 2a highlights that these quasi-BICs correspond to the antisymmetric pattern. The phase variable for each panel
is given as follows: (a, u = 90◦), (b, u = 0◦), (A, u = 130◦), and (B, u = 40◦). Panel (b∗) reveals the vector orientation, which is absent in
panel (b) due to the use of the absolute value. In panel (a∗), the magnetic field vector is presented on the plane x = −60 µm, which coincides
with the vertical y-z plane passing through the center of panel (a). A similar description applies to the panels corresponding to the frequency
2458.7 GHz.

We identified two frequency regions: one hosting a pair
of BICs and another where a resonance and a BIC coexist,
described by antisymmetric and symmetric transfer matrix
patterns, respectively. The infinite Q-factor property is linked
to Fano resonances, described as a linear fractional function
of frequency. As quasi-BICs approach BICs, the distance be-
tween the zero and the pole in this function shrinks, resulting
in an infinite Q factor.

Our method extends beyond the specific device studied
here, offering clear interpretations through equations that link
geometrical parameters and frequencies. It is computation-
ally efficient and can guide the search for BICs in complex
photonic structures, especially for very narrow bandwidth
quasi-BICs, where full-wave numerical simulations encounter
limitations. The precise analytical solutions we present can
serve as benchmarks for more complex numerical models.
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Future work will explore BICs away from the Gamma-point and in devices with nonsquare unit cells. Further investigation
into the topological properties, dispersion relations, and BIC classification are additional avenues for research.
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APPENDIX: SYMBOLIC FORMULAS FOR THE POLES OF THE ANTISYMMETRIC PATTERN

p1 = rW 2 − 2θ2 2(B14B21 − A11μ24)μ42 + B12[2B41μ24 + B21(μ22 + μ32 − μ44 − μ54)]

(β22 + β32)[2B12B21 + 2B14B41 + A11(μ22 + μ32 − μ44 − μ54)]
, (A1)

p2 = rW 4 + 2θ2 2(B12B41 − A11μ42)μ24 + B14[2B21μ42 + B41(−μ22 − μ32 + μ44 + μ54)]

(β22 + β32)[2B12B21 + 2B14B41 + A11(−μ22 − μ32 + μ44 + μ54)]
, (A2)

where rW 2 and rW 4 are the roots of a corresponding to the diagonal matrix elements (2,2) and (3,3) in Eq. (23):

rW 2 = −θ2 μ22 + μ32

β22 + β32
, (A3)

rW 4 = −θ2 μ44 + μ54

β22 + β32
. (A4)
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